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rect image light towards eye box 24 without also conveying
real world light 30 (FIG. 2). In other words, multi-layer
holographic combiner 40 need not be an optical combiner
and may, in general, be any desired optical system for
redirecting input light 56 using at least one layer of holo-
gram structures (e.g., reflection hologram structures 42 and
transmission hologram structures 44) as described herein.
Multi-layer holographic combiner 40 may therefore also
sometimes be referred to herein as multi-layer optical sys-
tem 40 or optical system 40.

[0107] A physical environment refers to a physical world
that people can sense and/or interact with without aid of
electronic systems. Physical environments, such as a physi-
cal park, include physical articles, such as physical trees,
physical buildings, and physical people. People can directly
sense and/or interact with the physical environment, such as
through sight, touch, hearing, taste, and smell.

[0108] In contrast, a computer-generated reality (CGR)
environment refers to a wholly or partially simulated envi-
ronment that people sense and/or interact with via an elec-
tronic system (e.g., an electronic system including the dis-
play systems described herein). In CGR, a subset of a
person’s physical motions, or representations thereof, are
tracked, and, in response, one or more characteristics of one
or more virtual objects simulated in the CGR environment
are adjusted in a manner that comports with at least one law
of physics. For example, a CGR system may detect a
person’s head turning and, in response, adjust graphical
content and an acoustic field presented to the person in a
manner similar to how such views and sounds would change
in a physical environment. In some situations (e.g., for
accessibility reasons), adjustments to characteristic(s) of
virtual object(s) in a CGR environment may be made in
response to representations of physical motions (e.g., vocal
commands).

[0109] A person may sense and/or interact with a CGR
object using any one of their senses, including sight, sound,
touch, taste, and smell. For example, a person may sense
and/or interact with audio objects that create 3D or spatial
audio environment that provides the perception of point
audio sources in 3D space. In another example, audio
objects may enable audio transparency, which selectively
incorporates ambient sounds from the physical environment
with or without computer-generated audio. In some CGR
environments, a person may sense and/or interact only with
audio objects. Examples of CGR include virtual reality and
mixed reality.

[0110] A virtual reality (VR) environment refers to a
simulated environment that is designed to be based entirely
on computer-generated sensory inputs for one or more
senses. A VR environment comprises a plurality of virtual
objects with which a person may sense and/or interact, For
example, computer-generated imagery of trees, buildings,
and avatars representing people are examples of virtual
objects. A person may sense and/or interact with virtual
objects in the VR environment through a simulation of the
person’s presence within the computer-generated environ-
ment, and/or through a simulation of a subset of the person’s
physical movements within the computer-generated envi-
ronment.

[0111] In contrast to a VR environment, which is designed
to be based entirely on computer-generated sensory inputs,
a mixed reality (MR) environment refers to a simulated
environment that is designed to incorporate sensory inputs
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from the physical environment, or a representation thereof,
in addition to including computer-generated sensory inputs
(e.g., virtual objects). On a virtuality continuum, a mixed
reality environment is anywhere between, but not including,
a wholly physical environment at one end and virtual reality
environment at the other end.

[0112] In some MR environments, computer-generated
sensory inputs may respond to changes in sensory inputs
from the physical environment. Also, some electronic sys-
tems for presenting an MR. environment may track location
and/or orientation with respect to the physical environment
to enable virtual objects to interact with real objects (that is,
physical articles from the physical environment or repre-
sentations thereof). For example, a system may account for
movements so that a virtual tree appears stationery with
respect to the physical ground. Examples of mixed realities
include augmented reality and augmented virtuality.

[0113] An augmented reality (AR) environment refers to a
simulated environment in which one or more virtual objects
are superimposed over a physical environment, or a repre-
sentation thereof. For example, an electronic system for
presenting an AR environment may have a transparent or
translucent display through which a person may directly
view the physical environment. The system may be config-
ured to present virtual objects on the transparent or trans-
lucent display, so that a person, using the system, perceives
the virtual objects superimposed over the physical environ-
ment. Alternatively, a system may have an opaque display
and one or more imaging sensors that capture images or
video of the physical environment, which are representa-
tions of the physical environment. The system composites
the images or video with virtual objects, and presents the
composition on the opaque display. A person, using the
system, indirectly views the physical environment by way of
the images or video of the physical environment, and
perceives the virtual objects superimposed over the physical
environment. As used herein, a video of the physical envi-
ronment shown on an opaque display is called “pass-through
video,” meaning a system uses one or more image sensor(s)
to capture images of the physical environment, and uses
those images in presenting the AR environment on the
opaque display. Further alternatively, a system may have a
projection system that projects virtual objects into the physi-
cal environment, for example, as a hologram or on a physical
surface, so that a person, using the system, perceives the
virtual objects superimposed over the physical environment.
[0114] An augmented reality environment also refers to a
simulated environment in which a representation of a physi-
cal environment is transformed by computer-generated sen-
sory information. For example, in providing pass-through
video, a system may transform one or more sensor images
to impose a select perspective (e.g., viewpoint) different than
the perspective captured by the imaging sensors. As another
example, a representation of a physical environment may be
transformed by graphically modifying (e.g., enlarging) por-
tions thereof, such that the modified portion may be repre-
sentative but not photorealistic versions of the originally
captured images. As a further example, a representation of a
physical environment may be transformed by graphically
eliminating or obfuscating portions thereof.

[0115] An augmented virtuality (AV) environment refers
to a simulated environment in which a virtual or computer
generated environment incorporates one or more sensory
inputs from the physical environment. The sensory inputs



